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Abstract
Mobile Augmented Reality (AR) applications demand high-quality,
real-time visual prediction, including pixel-level depth and seman-
tics, to enable immersive and context-aware user experiences. Re-
cently, Vision Foundation Models (VFMs) offer strong generaliza-
tion capabilities on diverse and unseen data, supporting scalable
mobile AR experiences. However, deploying VFMs on mobile de-
vices is challenging due to computational limitations, particularly in
maintaining both prediction accuracy and real-time performance. In
this paper, we present ARIA, the first system that enables on-device
inference acceleration of a VFM. ARIA employs the heterogene-
ity of mobile processors through a parallel and selective inference
scheme: full-frame prediction is periodically offloaded to a proces-
sor with high parallelism capability like GPU, while low-latency
updates on dynamic regions are conducted via a specialized accel-
erator like NPU. Implemented and evaluated using mobile devices,
ARIA achieved significant improvements in accuracy and deadline
success rate on diverse real-world mobile AR scenarios.

CCS Concepts
•Human-centered computing→Ubiquitous andmobile com-
puting systems and tools; • Computing methodologies →
Computer vision.
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1 Introduction
Mobile Augmented Reality (AR) applications involve fundamental
vision tasks to extract pixel-level information, such as depth and
semantics, from camera frames. For example, depth information
is essential for the realistic placement of virtual objects, reflect-
ing physical relationships (e.g., occlusion) with real-world objects.
Additionally, semantic information facilitates context-aware AR
experiences, e.g., providing auxiliary visual cues highlighting safety-
critical areas like crosswalks to assist visually impaired individu-
als. Recent AR frameworks [15, 33] have employed Deep Neural
Network (DNN) models to retrieve such information from camera
frames accurately. For an immersive and responsive user experi-
ence, these frameworks have also supported real-time processing,
e.g., 30 frames per second (FPS), of models on mobile devices.

In AR applications, the environment in which users interact
is continuously changing due to the movements of the users or
surrounding objects. However, traditional DNN models in exist-
ing frameworks are typically designed for limited use cases. For
example, ARCore’s Scene Semantics API only supports outdoor
scenarios [18]. Moreover, these models must be robust against do-
main shifts, such as changes in lighting conditions, weather, and
spatial complexity. In general, these models are trained on specific
datasets with limited environmental contexts, making them sus-
ceptible to accuracy degradation when exposed to domain shifts
during mobile AR sessions. One simple approach to addressing the
issue is to deploy multiple models trained on different datasets,
which is impossible for mobile devices with limited memory capac-
ity. Recent studies have focused on employing domain adaptation
techniques [10, 43], which update the model parameters to adapt to
environmental changes. However, these methods incur significant
latency overhead on mobile devices, reducing their computational
budget to perform the main inference tasks.

A promising alternative is to utilize models trained on large-scale
datasets encompassing diverse environmental conditions. Vision
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Figure 1: Predictions from domain-specific models (DSMs) and vision foundation models (VFMs) on unseen MARV dataset.

Transformers (ViTs) [9] significantly outperformed traditional vi-
sion models, such as Convolutional Neural Networks (CNNs), in
handling large-scale datasets through their ability to capture com-
plex spatial relationships in images. ViTs trained on large-scale
datasets have led to the emergence of Vision Foundation Models
(VFMs). VFMs such as Segment Anything [24] and Depth Any-
thing [58], typically consisting of hundreds of millions of param-
eters, demonstrate strong generalization (zero-shot) capabilities
on data beyond their training sets (see Figure 1). This suggests
that leveraging VFMs for mobile AR applications is a promising
direction to enable scalable and immersive experiences.

Despite such opportunities, efforts to successfully deploy VFMs
on mobile devices remain largely unexplored. Our preliminary
observations indicate that maintaining high computational fi-
delity—such as input resolution and arithmetic precision—is crucial
for preserving the generalization ability of VFMs on unseen data.
However, due to the operational characteristics of ViTs, the larger
data sizes resulting from high computational fidelity introduce pro-
hibitive inference latency on mobile processors. Although mobile
processors with high parallelism capabilities, such as GPUs, can al-
leviate the issue, meeting the stringent latency requirement remains
challenging. Conversely, lowering computational fidelity enables
significant inference acceleration on processors like NPUs opti-
mized for small-sized data processing with specialized hardware.
This achieves the strict latency requirement but at the expense
of a noticeable accuracy drop. As a result, these single-processor
baselines, high-fidelity operations on GPUs or low-fidelity oper-
ations on NPUs, fall short of satisfying both high-accuracy and
low-latency requirements.

In this paper, we present ARIA, a system to enable resource-
efficient on-device inference of VFMs for immersive and scalable
mobile AR applications. The goal of ARIA is to maintain high-
quality prediction of VFMs in real-time, e.g., 30 FPS, on mobile
devices. The key idea of ARIA is to employ the unique capabili-
ties of heterogeneous mobile processors in a parallel and selective
manner. Specifically, high-resolution predictions on camera frames
are periodically generated using GPU, suitable for processing large-
scale inputs. Concurrently, fast, low-resolution operations on NPU
are selectively applied to dynamic regions within the frames, where
frequent updates are essential, e.g., moving objects. This approach

effectively combines GPU’s capacity for full-frame prediction with
NPU’s efficiency in providing local, up-to-date inferences, opening
up new opportunities for high-quality, real-time VFM processing.

Despite the potential of utilizing heterogeneous processors, re-
alizing the goal of achieving both high accuracy and responsive-
ness on mobile devices faces several challenges. First, accurately
identifying and efficiently processing dynamic regions within cam-
era frames is non-trivial, especially without relying on compute-
intensive pixel-level analysis like optical flow or coarse-grained
block-level matching [55]. Second, simply combining local updates
fromNPUwith periodic full-frame predictions fromGPU introduces
spatial and temporal misalignment. The visual inconsistencies se-
verely degrade user experiences, e.g., by disrupting virtual content
rendering, where a precise understanding of a scene is necessary.
Lastly, maintaining real-time performance is further complicated
by changes in processor performance, device motion, and scene
dynamicity.

For efficient identification and processing of dynamic regions,
ARIA proposes to analyze the temporal differences in each image
patch (e.g., 16×16 pixels). This enables fine-grained identification
of dynamic regions while minimizing the inclusion of irrelevant
static areas, effectively bridging the gap between pixel and block
granularities. Since VFMs provide the distinctive visual features
of patches, ARIA leverages this information as guidance, enabling
accurate identification and tracking of dynamic regions. For the
second challenge of addressing spatial and temporal mismatches in
decoupled predictions, ARIA introduces feature alignment modules
informed by the key dynamics in mobile AR scenarios: camera mo-
tion and object motion. Finally, ARIA employs a dynamic inference
scheme that adaptively adjusts the executions of GPU and NPU in
response to changing runtime factors, achieving the accuracy and
latency requirements of AR applications.

The key contributions of ARIA are as follows:
• To the best of our knowledge, ARIA is the first system de-
signed to accelerate high-quality VFM inference on mobile
devices, enabling scalable, immersive AR experiences.

• Along with a comprehensive study of VFM inference work-
loads on heterogeneous mobile processors, we propose a
novel parallel and selective VFM inference scheme with so-
lutions that address unique challenges.
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Table 1: Prediction performance on unseen datasets.

Metric depth estimation on our MARV dataset
Type Model (Training Dataset) RMSE ↓ Params.

DSM FastDepth [63] (NYUv2) 6.61 4.0M
AdaBins [2] (KITTI) 5.53 78.3M

VFM* DINOv2+DPT 2.04 24.8M
Semantic segmentation on Cityscapes dataset

Type Model (Training Dataset) mIoU ↑ Params.

DSM PSPNet [65] (ADE20K) 0.36 13.7M
DeepLabV3+ [4] (ADE20K) 0.45 43.7M

VFM* DINOv2+Mask2Former 0.56 57.2M
*VFMs are pre-trained on a large corpus of existing datasets,
and then are fine-tuned to Hypersim [42] and ADE20K [66]
datasets to support MDE and SS, respectively.

• ARIA is fully implemented as an end-to-end system using
commodity mobile devices and extensively evaluated on a
self-collected dataset for mobile visual AR tasks.

2 Background and Motivation
2.1 Recent Advances in Vision Models
With the advent of Transformers in general-purpose language mod-
els, their extension to vision tasks has become pervasive. Vision
Transformers (ViTs) divide images into small patches (e.g., 16×16
pixels), similar to words in language Transformers, and use the
attention mechanism to capture long-range dependencies between
these patches [9]. ViTs offer more effective global context under-
standing compared to traditional CNNs, enhancing prediction ac-
curacy across a range of vision tasks.

Vision Foundation Models (VFMs), developed alongside ViT
training techniques using large-scale datasets, have emerged as
a new mainstream in foundation models (FMs) for general-purpose
visual understanding tasks. A line of VFMs, such as CLIP [40],
supports tasks that require text-image understanding, like image
captioning, which is known as multimodal FMs. Another line of
VFMs especially focuses on visual modality, providing high-quality,
dense visual predictions. The DINO [3, 36] series, pioneers of these
models, utilizes self-supervised learning to minimize an extensive
labeling effort for large-scale data. These models offer rich visual
features that are highly versatile for various downstream vision
tasks. Recent VFMs use these models as encoders and train task-
specific decoders to support various fine-grained vision tasks. For
instance, Depth Anything [52] was trained on 62M images, support-
ing general-purpose depth estimation. Similarly, Meta’s Segment
Anything [24] shows strong image segmentation performance for
any type of object.

2.2 Advantages of VFMs in Mobile AR
In real-world mobile AR scenarios, users typically navigate environ-
ments with varying lighting conditions and surrounding objects.
However, traditional models trained on domain-specific datasets
often exhibit poor generalization abilities in new scenarios that
were not included during training. Unlike these domain-specific
models (DSMs), VFMs effectively handle environmental shifts by
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Figure 2: Accuracy and latency comparison across different
computational fidelities and mobile processors on Samsung
Galaxy S24.

(a) FP32 (b) FP16 (c) INT8

Figure 3: Visual comparison of metric depth estimation.

providing superior zero-shot predictions on unseen data, without
requiring additional model fine-tuning.

To compare the generalization capabilities of VFMs and DSMs,
we conducted experiments on two key vision tasks in mobile AR:
metric depth estimation (MDE) and semantic segmentation (SS). To
quantify the zero-shot prediction accuracy, we used a self-collected
MARV dataset (see Section 6.1) and the public Cityscapes dataset [7]
for MDE and SS, respectively. VFMs used DINOv2 [36] as a visual
feature encoder, with DPT [41] and Mask2Former [6] as decoders to
produce final results for MDE and SS, respectively. For comparison,
we selected popular DSMs for each vision task, varying in their
number of parameters and training datasets.

Table 1 shows the zero-shot prediction performance of the mod-
els on unseen datasets. The results indicate that VFMs achieved
an average of 2.1× and up to 3.2× higher accuracy compared to
DSMs. Moreover, despite having 3.1× fewer parameters than Ad-
aBins, DINOv2+DPT outperformed by a large margin of 2.7× in
accuracy, highlighting the importance of training with large-scale
datasets. Example results shown in Figure 1 demonstrate that VFMs
produce visual predictions with the highest quality. These predic-
tions enhance downstream AR functionalities, such as placements
of virtual overlays or user interactions, where fine-grained and
accurate predictions of physical objects are crucial.

2.3 VFM Inference on Mobile Processors
To enable truly immersive mobile AR applications, the VFM infer-
ence task should be performed in real-time, e.g., 30 FPS. However,
VFMs demand high computational resources on mobile devices,
due to their large number of parameters (see Table 1) and compute-
intensive ViT operations. To analyze the complexity of on-device
VFM inference workloads, we conducted preliminary experiments
using modern mobile processors such as GPU and NPU widely
adopted for NN inference acceleration. For our experiments, we
used a Samsung Galaxy S24 with Adreno 750 GPU and Hexagon
NPU.
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(b) NPU (H×W)

Figure 4: Latency breakdown of a FP16 ViT layer on Samsung
Galaxy S24.

Table 2: Memory access breakdown (MB) for a NPU FP16 ViT
layer on Samsung Galaxy S24.

H×W Matmul Softmax Reshape Transpose Linear Misc

238×322 31.99 4.15 2.72 12.06 26.66 28.60
294×490 73.82 13.00 3.39 19.22 64.67 51.84
406×658 1664.55 395.80 35.36 37.37 225.83 202.52

In fine-grained visual prediction tasks, computational fidelity,
such as input resolution and arithmetic precision, is a critical fac-
tor that influences model accuracy and inference speed on mo-
bile processors. Figure 2 shows the impact of changes in compu-
tational fidelity on (i) MDE accuracy of DINOv2+DPT on MARV
dataset and (ii) latency on different mobile processors. NPUs are
highly optimized for accelerating integer (INT) operations, with
NPU INT8 achieving an average 5.1× speedup compared to other
settings. However, ViTs include operations sensitive to INT data
format, such as attention and layer normalization, leading to signif-
icant accuracy degradation compared to floating-point (FP) opera-
tions [32, 54]. Moreover, the accuracy drops become more severe at
higher resolutions as the quantization errors are amplified due to an
increased number of such operations. For example, as shown in Fig-
ure 2a, NPU INT8 resulted in a 3.6× accuracy drop at a resolution
of 406×658, where Figure 3 shows the visual comparison.

Fortunately, modern mobile NPU architectures have increasingly
supported FP operations (e.g., FP16 on QualcommHexagon NPU) to
meet the growing demands [46]. Despite being hardware-optimized
for accelerating INT operations, they can achieve real-time FP16
computation on low-resolution inputs. For example, as shown in
Figure 2b, NPU FP16 incurs a latency of 10.0 ms at a low resolution
of 238×322. However, the latency of NPU FP16 increased sharply
with higher input resolution—a limitation that GPUs can alleviate
due to their better parallel processing capabilities for handling
large-scale data. Specifically, at a high resolution of 406×658, GPU
FP16 achieves 2.0× lower latency compared to NPU FP16.

Figure 4 shows the latency breakdowns of a single FP16 ViT
layer on both GPU and NPU, further demonstrating the hardware
differences. Notably, the increasing latency of key operations in
the attention mechanism—MatMul and Softmax—is much more
significant on NPU compared to GPU. This is due to the complexity
of inter-patch computations in the attention mechanism, scaling
quadratically as 𝑂 (𝑁 2), where 𝑁 denotes the number of input
patches in ViTs, combined with the limited parallelism and on-chip
memory capacity of NPUs. Consequently, high-resolution attention
operations become memory-bound on NPUs, leading to substantial

FP16 FP16 FP16

GPU

NPU FP16… ..
..FP16 FP16

CPU
Reuse

Merge

Frame interval

Dynamic
regions

…

Figure 5: Parallel and selective execution using heteroge-
neous mobile processors.

latency overhead for memory read/write. Table 2 further quantifies
this issue, showing the rapid increase in memory access at higher
input resolutions. Specifically, Matmul and Softmax operations at
406×658 require 52.0× and 95.4× more memory access compared
to 238×322, respectively.

2.4 Summary
We first observed that FP operations are essential to avoid severe
accuracy loss in VFMs. We did not consider full-precision opera-
tions (i.e., FP32) as they offer minor accuracy improvements over
FP16. While NPU FP16 enabled real-time VFM inference at low
resolutions, it naturally suffered from accuracy degradation due to
image resizing. High-resolution FP16 operations address this issue,
and the increased latency of processing larger data is alleviated to
some extent with the strong parallelism capabilities of GPU but still
fails to meet the stringent latency requirements (e.g., 30 FPS). As a
result, these single-processor baselines—low-resolution operations
on NPU or high-resolution operations on GPU—cannot satisfy the
demands for both accuracy and latency. This motivates us to design
a system that effectively combines unique characteristics of NPU
and GPU on floating-point operations to meet the requirements.

3 Opportunities and Challenges
3.1 Opportunities
Based on our observations, we derived a key idea to achieve real-
time performance of a VFM without a significant accuracy loss, as
depicted in Figure 5. A GPU periodically generates high-resolution
visual predictions for the entire camera frames, which are reused
in the next few frames. Concurrently, an NPU selectively processes
dynamic regions (e.g., moving objects) within each frame, where
frequent, up-to-date predictions are essential. Note that these lo-
cal predictions are generated without the loss of details caused
by image resizing, avoiding the accuracy drops observed in Fig-
ure 2a. Finally, the local updates from NPU are integrated into the
latest full-frame prediction from GPU. This strategy effectively de-
livers high-quality VFM predictions in real-time, by leveraging the
strengths of heterogeneous mobile processors: the GPU’s capabil-
ity to handle large-scale input data and the NPU’s efficiency in
small-data processing.
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Figure 6: Inconsistencies in decoupled predictions (NPU: dy-
namic regions highlighted by a box, GPU: entire frame).
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Figure 7: Runtime traces of inference latencies on Samsung
Galaxy S24. The two GPU executions were profiled in sep-
arate experiments, while NPU was executed concurrently
with both.

3.2 Challenges
Realizing the above strategy to enable real-time processing of VFMs
on resource-constrained mobile devices is accompanied by the
following three challenges:

Accurate and efficient processing of dynamic regions. For a re-
liable update of dynamic regions in the latest full-frame prediction,
accurate identification of those regions is critical. However, employ-
ing DNN-based object detection and tracking or dense optical flow
can result in significant latency on mobile devices. Furthermore,
existing selective inference methods [49, 55] rely on rectangular
blocks to identify the dynamic regions as shown in Figure 5. Such
coarse-grained selection mechanisms often include irrelevant static
areas, reducing efficiency in dynamic region processing.

Spatial and temporal inconsistencies across decoupled pre-
dictions. The local updates from NPU and the latest full-frame
prediction from GPU must be seamlessly merged for subsequent
AR functionalities. However, processing only a fraction of the frame
risks underutilizing a ViT’s ability for global understanding, poten-
tially leading to spatial inconsistencies between local and full-frame
predictions. For example, as shown in Figure 6, simply merging
these decoupled predictions results in visual inconsistency. Addi-
tionally, since full-frame predictions on GPU are performed periodi-
cally, the merged results without considering scene changes caused
by camera motion—common in mobile AR—lead to temporal mis-
matches. Therefore, a method to effectively address these spatial
and temporal inconsistencies is essential.

Dynamic changes in processor performance, camera motion,
and scene complexity. Achieving real-time execution of a VFM
on mobile devices becomes even more challenging due to various
runtime factors. First, continuously running the high-resolution
VFM inference on mobile GPU often leads to performance degrada-
tion due to system-level decisions such as thermal throttling. As
shown in Figure 7, the latency of GPU FP16 is increased up to 3.7×
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Figure 8: Overview of ARIA.

during runtime due to the thermal issue. This can be mitigated by
reducing the processing resolution of GPU FP16 or even eliminated
through low-resolution execution on NPU. Second, continuous
scene changes due to camera or object motion must be carefully
considered to meet the accuracy and latency requirements of AR
vision tasks. For example, rapid scene changes caused by abrupt
camera motion make periodic full-frame predictions from GPU
severely outdated, where large portions of them are not reusable.

4 Design of ARIA
4.1 System Overview
Motivated by our key insights, we present ARIA, a system that
supports real-time, on-device VFM inference formobile devices. The
design goal of ARIA is to leverage heterogeneous mobile processors
to achieve both inference speedup and accuracy improvement of
a VFM for mobile AR applications. Additionally, ARIA aims to be
generic, supporting various VFMs for critical AR vision tasks.

Figure 8 shows the system architecture of ARIA, which follows
the baseline workflow in Figure 5: parallel execution of periodic,
full-frame prediction on GPU and real-time update for dynamic
regions on NPU. ARIA utilizes patch-based representations to pro-
cess the dynamic regions in a fine-grained manner and seamlessly
merges the results with the latest full-frame prediction. To effi-
ciently and accurately identify the dynamic regions, ARIA employs
temporal similarity analysis based on visual features of patches,
which are the intermediate results of VFMs (Section 4.2.1). The
identified dynamic regions are propagated across frames by our
tracking method until the next full-frame prediction is available
from GPU (Section 4.2.2). NPU extracts visual features for the dy-
namic regions in each frame, which are then merged into the latest
full-frame feature map through spatio-temporal alignment mod-
ules (Section 4.3). The aligned feature map is then processed by a
task-specific decoder of VFM, generating the final prediction. Dur-
ing runtime, ARIA dynamically adapts to scene changes, abrupt
camera motion, and thermal throttling by scheduling the execution
of GPU and NPU to meet the demands of mobile AR applications
(Section 4.4).
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4.2 Transformer-guided Dynamic Region
Identification and Tracking

Leveraging the NPU’s efficiency in small-data processing to selec-
tively update the dynamic regions in the latest full-frame prediction
helps maintain both high accuracy and responsiveness. To enable
precise and efficient processing of dynamic regions, a fine-grained
identification method is required that minimizes the inclusion of
irrelevant static regions. The key idea of ARIA is to determine dy-
namic regions by analyzing temporal differences at the granularity
of patches, which are the basic processing units of ViTs. This patch-
based approach is lightweight due to its use of low-dimensional
representations compared to pixels, e.g., 29×47 patches in a 406×658
image, and provides a natural way to leverage the patches’ visual
features generated by VFMs.

4.2.1 Dynamic region identification. To identify dynamic patches,
ARIA utilizes the patch embedding features generated from the VFM
encoder. As input patches pass through a sequence of ViT layers in
the encoder, such as attention, their embedding features inherently
capture contextual information (e.g., how patches are related to each
other) along with the visual and spatial characteristics. Leveraging
these distinctive and rich features makes it easy to detect temporal
differences in patches, improving identification robustness.

Figure 9 shows dynamic patch identification between the two
consecutive frames processed by GPU, i.e., frames 𝑡 − ΔGPU and
𝑡 . To identify dynamic patches 𝑃 (𝑡 )

Dyn, ARIA uses cosine similarity
to determine the patch locations in the target frame 𝑡 that exhibit
significant temporal differences compared to the previous frame
𝑡 − ΔGPU:

𝑃
(𝑡 )
Dyn =

{
𝑖 | 𝑠𝑖𝑚

(
𝑓
(𝑡−ΔGPU )→(𝑡 )
𝑖

, 𝑓
(𝑡 )
𝑖

)
< 𝜏

}
, (1)

where 𝑓
(𝑘 )
𝑖

denotes the embedding features of patch location 𝑖 ∈
𝑃 (𝑘 ) at frame 𝑘 . Threshold 𝜏 is for ignoring dynamic patches with
minor changes, thereby adjusting the NPU’s workload to process
these patches. Temporal differences in each patch location can occur
not only from object movement but also from the camera’s motion
𝜃 (𝑡−ΔGPU )→(𝑡 ) . To compensate for camera motion and thereby only
consider object motion, ARIA warps the patches in 𝑓 (𝑡−ΔGPU ) into
the target frame 𝑡 based on the estimated patch flow (Section 4.3.1).

As seen in the embedding features visualized in Figure 9, the
foreground objects and the backgrounds can be easily distinguished
at the encoder phase of VFMs [3], making significant temporal
differences in object boundaries. However, updating only these
boundary patches using NPU may fail to fully capture the changes
in object appearances. To ensure up-to-date predictions in the inner
regions of the moving objects, ARIA uses a convex hull algorithm
to group the identified dynamic patches and fill each group.

4.2.2 Dynamic region tracking. Unfortunately, dynamic patch iden-
tification using embedding features relies on the GPU’s full-frame
analysis, which has a processing interval ΔGPU longer than the
frame interval. Simply resizing each frame to a low resolution and
extracting embedding features using NPU is not feasible due to
excessive overheads and the possible identification failures caused
by loss of details. Therefore, ARIA proposes calculating motion

Frame (406 658)

Frame (406 658)

Warped 
(29 47)

(29 47)
Patch embedding features

(Similarity )

Dynamic patches
(Filled)

Figure 9: Transformer-guided dynamic region identification
(patch size: 14×14, 𝜏 : 0.9).

information (e.g., moving direction and distance) for each identi-
fied dynamic region (i.e., group of dynamic patches) and tracking
their locations across continuous frames, until the next full-frame
feature embeddings become available. This is divided into two sub-
tasks: (i) matching dynamic patches between the two consecutive
frames processed by GPU (frames 𝑡−ΔGPU and 𝑡 ) and (ii) estimating
the future locations of dynamic regions by applying their motion
information.

For the first sub-task of dynamic patch matching, ARIA identifies
the corresponding patches 𝑃 (𝑡−ΔGPU )

Dyn at frame 𝑡−ΔGPU for dynamic

patches 𝑃 (𝑡 )
Dyn at frame 𝑡 as follows:

𝑃
(𝑡−ΔGPU )
Dyn =

{
𝑗 | argmax

𝑗
𝑠𝑖𝑚

(
𝑓
(𝑡−ΔGPU )→(𝑡 )
𝑗

, 𝑓
(𝑡 )
𝑖Dyn

)}
,

∀𝑖Dyn ∈ 𝑃
(𝑡 )
Dyn,

(2)

where 𝑗 ∈ 𝑃 (𝑡−ΔGPU ) denotes each patch location at frame 𝑡 −ΔGPU.
For the second sub-task of estimating locations of dynamic regions
during the next full-frame processing interval, ARIA calculates the
motion vector (Δ𝑥,Δ𝑦) for each matched pair of dynamic patches
based on their displacements. Then, at each incoming frame, the
locations of dynamic regions are estimated by applying the average
motion vectors of the corresponding patches. The tracked dynamic
regions and their motion vectors are continuously updated based
on the newly extracted embedding features using NPU.

4.3 Dynamics-aware Spatio-temporal
Alignment of Decoupled Predictions

The final results of a VFM should be generated by ensuring tempo-
ral and spatial alignment of decoupled predictions—local updates
of dynamic regions from NPU and the latest high-resolution pre-
diction from GPU. First, a natural approach to achieving tempo-
ral alignment is to use warping based on camera motion infor-
mation. Achieving reliable pixel-level warping requires accurate
depth information [30], but the information is not always avail-
able since ARIA’s goal is to support various vision tasks beyond
depth estimation. The simplistic 2D planar transformation results
in visual mismatches with the actual scene due to parallax arti-
facts [28, 64], disrupting an immersive AR experience. Second, a
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straightforward method for spatial alignment is to merge local up-
dates for dynamic regions into the warped full-frame prediction
using interpolation [60]. However, this is vulnerable to alignment
errors in dynamic regions, particularly in cases of involving large
displacements caused by fast-moving objects near the camera.

ARIA proposes an accurate spatio-temporal feature alignment
method, which accounts for the two types of dynamics, i.e., camera
and object movements. Similar to Section 4.2, this approach relies
on intermediate patch features shared by VFMs rather than the
final predictions (e.g., depth maps), scalable to various vision tasks.
Figure 10 shows how the proposed spatio-temporal feature align-
ment modules are integrated into a VFM. First, each patch in the
latest full-frame feature map is warped into the current frame based
on patch flow estimation (Section 4.3.1). Next, the VFM encoder
extracts embedding features for dynamic regions judiciously ex-
tended by our adaptive padding (Section 4.3.2), supporting seamless
integration with the warped full-frame feature map. The aligned
embedding features are then passed to the task-specific decoder,
producing the final prediction results. In the following, we describe
the details of our alignment modules.

4.3.1 Patch flow estimation for temporal alignment. The latest full-
frame feature map generated by GPU at frame 𝑡GPU is reused at
each incoming frame 𝑡 , where 𝑡GPU < 𝑡 . Leveraging the temporal
similarity of continuous frames is a common approach to reduce
the computational workload of complex DNN execution [20, 55]. To
compensate for camera motion-induced temporal inconsistencies,
ARIA introduces a patch flow estimation module. This module uses
a Multi-Layer Perceptron (MLP) to predict the patch flow, repre-
senting the temporal displacement of each patch caused by the
camera’s motion. First, the camera motion 𝜃 (𝑡𝐺𝑃𝑈 )→(𝑡 ) is trans-
formed into a latent embedding through an MLP to match the
dimensionality of the patch embedding features. The camera mo-
tion embedding is concatenated with the patch embedding features
and then passed through another MLP to generate the patch flows.
Finally, the patches are warped using the predicted flows. These
MLPs are optimized to predict accurate patch flows by learning the
temporal disparities based on the distinctive visual cues for patches
provided by VFMs.

4.3.2 Adaptive padding for spatial alignment. ARIA replaces the
dynamic regions in the warped full-frame feature map with features
newly extracted by NPU. Instead of employing additional neural

components, ARIA addresses spatial inconsistencies using an adap-
tive padding module. This module adds vertical and horizontal
padding of size 𝑠𝑝 around each dynamic region, enabling VFMs to
extract features with larger receptive fields. To do so, the relation-
ships between dynamic regions and surrounding areas (e.g., relative
depth scales) are well captured. To address the large displacement
from fast-moving objects where the initial padding cannot cover,
ARIA applies additional margins based on the moving trajectories
(i.e., motion vectors) of dynamic regions acquired by our tracking
method (Section 4.2.2). This allows for new observations on areas
that were previously occluded by moving objects.

4.4 Execution Scheduling
Mobile AR applications have diverse requirements in terms of exe-
cution latency and prediction accuracy of vision tasks. The system’s
runtime scheduler aims to ensure that the inference latency 𝐿 of a
VFM on a mobile device does not exceed the given latency target 𝐿𝑇
(e.g., 33 ms for 30 FPS), while maximizing the prediction accuracy
𝐴. The objective function of the scheduler is formulated as follows:

max𝐴, s.t. 𝐿 ≤ 𝐿𝑇 . (3)

The design of the scheduler includes the following components: (i)
defining the unique runtime factors of mobile AR scenarios that
impact system performance, (ii) developing a heterogeneous multi-
processor inference engine capable of adapting to the changes in
these factors, and (iii) establishing an execution policy to satisfy
the objective.

Understanding the relationship between the workload charac-
teristics using heterogeneous mobile processors and the runtime
factors in mobile AR is critical to achieving the scheduler’s goal.
As we discussed in Section 3, selectively inferring dynamic regions
on NPU exhibits low and stable latency, meaning the effective la-
tency 𝐿 for generating the final output of a VFM is determined by
NPU. Therefore, NPU’s workload must be configured to satisfy the
objective 𝐿 ≤ 𝐿𝑇 on a given device, considering scene dynamicity
attributed to the number and speed of dynamic patches. Unlike
NPU, the GPU’s full-frame inference workload exhibits variable
latency profiles at runtime due to thermal throttling. Prolonged
GPU execution frequency reduces the areas of the latest full-frame
feature map that can be reused, and this issue is exacerbated by
abrupt camera motion (e.g., large rotational movement). Conse-
quently, the GPU’s workload must be adjusted by accounting for
both camera motion and thermal throttling.

We developed a heterogeneous mobile-processor inference en-
gine capable of adapting to the dynamic runtime factors. The pro-
cessor assignments and execution flow of system components are
detailed in Figure 11. Full-frame VFM encoder inference is dele-
gated to GPU, while NPU handles other neural networks, such as
the dynamic region encoder. The CPU is responsible for the remain-
ing tasks (e.g., camera motion estimation) and orchestrating the
overall inference pipeline—managing input data and scheduling
GPU/NPU execution. During the offline phase, the engine profiles
the latency of full-frame encoder inference across multiple reso-
lution levels to prepare for runtime adjustments. This resolution
scaling mechanism compensates for GPU performance fluctuations
(due to thermal throttling) and abrupt camera motion. Additionally,
within the CPU-NPU execution flow, the engine determines the



MobiSys ’25, June 23–27, 2025, Anaheim, CA, USA C. Jung, J. Lee, G. Kim, J. Kim, S. Park, H. Cha

Thermal
throttling

Abrupt 
camera
motion

A

T

GPU

NPU
CPU

B
…

S T TB S T T

A AT

S

Priority-based NPU allocation

Dynamic region

1
3

Job

3 1

1 2

Priority

3 1 2> >

1 2 3> >

N: Number of cycle

2

Reactive GPU execution control

Base (B) 132

Small (S) 92     158

Resolution Latency (ms)

Tiny (T) 60     90
Camera
motion

Historical motion
magnitude

Low High

Selector

Se
T

T

Dyn. region 
iden./track.

Dyn. region 
encoder

Decoder

Camera
motion est.

Patch
flow est.

Feature
warping

N

Schedule & Data flow

NPU
CPU

Figure 11: Heterogeneous multi-processor inference engine.

maximum number of the dynamic region encoder cycles that can
be executed within the remaining latency budget, considering 𝐿𝑇
and profiled latencies of other static operations. Since most mobile
DNN inference frameworks do not support dynamic input shape
[35], each execution cycle has a fixed size of input patches.

To achieve the goal of maximizing accuracy while adhering to
the target latency 𝐿𝑇 , the inference engine employs two schedul-
ing policies for the decoupled VFM encoder inference workloads:
priority-based NPU allocation and reactive resolution selection for
GPU execution. First, as not all dynamic regions in a frame can
be processed within the predefined number of cycles, the engine
determines their NPU delegation order based on priority. The pri-
ority of the dynamic region is decided by its moving speed, i.e.,
the magnitude of the motion vector calculated via dynamic region
tracking. The rationale behind this is that up-to-date predictions
for fast-moving objects are critical to minimizing user discomfort
caused by visual misalignment between the objects and their vir-
tual overlays [27]. Dynamic regions that are not processed in the
current frame will be prioritized in the next frame. These regions
are compensated by our tracking and adaptive padding methods,
considering their updated locations and moving trajectories.

Second, as shown in the example runtime traces in Figure 11, the
engine adjusts GPU’s full-frame inference workload in response to
camera motion and thermal throttling. When abrupt camera motion
causes rapid scene changes, the engine resizes the frame resolu-
tion to a lower level, reducing the latency of GPU. The resolution
selection criterion is based on the history of the camera motion
magnitude during the user session. The magnitude is calculated
as a weighted sum of translation and rotation magnitudes, where
rotation is more prioritized since it causes drastic scene changes
compared to translation. The engine maintains the historical mag-
nitudes over a certain period and divides them into levels equal
to the number of resolution levels, enabling a simple mapping be-
tween the current motion magnitude and the target resolution.
Meanwhile, since predicting the performance changes based on a
device’s thermal states is impractical, the engine monitors the laten-
cies of resolution levels and updates their profiles when significant
deviations due to thermal throttling are detected. Although these
reactive policies are feasible, exploring a more sophisticated policy
that involves the intricate modeling of the relationship between the

system performance and camera motion/thermal states remains a
valuable area for future work.

5 Implementation
We implemented ARIA using C++ (Android NDK v25) and Java
(Android API). We used Qualcomm Snapdragon platforms due to
their popularity and floating-point computation capabilities with
NPU. All neural networks in ARIA were converted to TensorFlow
Lite (TFLite) 2.16.0 [17] models and executed using the TFLite C++
library. We used TFLite GPU Delegate [16] for GPU inference and
QualcommNeural Network (QNN) Delegate [39] for NPU inference.

In our current implementation, the initial resolution levels for
full-frame inference on the GPU are the same as those depicted in
Figure 2, but they can be adjusted as needed. The patch size used
for dynamic region identification and tracking relies on the input
patch size of a given VFM, typically 14×14 or 16×16 pixels. The
MLPs used for patch flow estimation were developed in PyTorch
and trained on a subset of our MARV dataset, consisting of 25K
images across multiple videos with diverse camera motion patterns.
The training loss was calculated as a mean squared error (MSE)
between the actual feature map and the feature map warped to
the target frame using estimated patch flows. For camera motion
estimation, we employed the Camera Pose API from ARCore [1].

6 Evaluation
We evaluated the prediction accuracy and system performance of
ARIA on a large-scale dataset for mobile AR vision tasks. Experi-
ments were conducted using Samsung Galaxy smartphones with
Qualcomm Snapdragon 8 Gen APs, including Galaxy S22 (8 Gen
1 with Adreno 730 GPU and Hexagon 780 DSP) and S24 (8 Gen 3
with Adreno 750 GPU and Hexagon NPU).

6.1 Evaluation Setup
Dataset.We created a custom dataset due to the lack of publicly
available datasets that (i) support multiple visual prediction tasks for
mobile AR, (ii) capture realistic camera movements across diverse
environments, and (iii) provide 6 degrees of freedom (6DoF) camera
pose information. To collect the data, we built a sensor rig using a
smartphone and a ZED 2 stereo depth camera [44]. We collected
video sequences from various indoor and outdoor spaces, includ-
ing streets and campuses, capturing diverse camera motions and
object interactions. During collection, the smartphone estimated
camera poses using ARCore [1], while the ZED 2 camera produced
ground-truth depth maps. For each captured RGB image, we gen-
erated pseudo-labels for pixel-level semantics using a cloud-scale
VFM (556M parameters) with DINOv2 encoder (ViT-Large) and
Mask2Former decoder, fine-tuned on the ADE20K dataset with 150
semantic classes. The resulting dataset, called MARV (Mobile AR
Vision) dataset, contains 83K pose-labeled images with pixel-level
depth and semantics. We excluded the images used for training the
MLPs in patch flow estimation and conducted experiments on the
remaining 58K test images.

Models. We used two VFMs in Table 1, both utilizing a DINOv2
(ViT-Small) encoder. For the decoder generating final predictions,
we used the official DPT for metric depth estimation (MDE), and
re-implemented Mask2Former for semantic segmentation (SS) to
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(b) End-to-end latency on S24

Figure 12: DSR and end-to-end latency.
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(a) Metric depth estimation
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(b) Semantic segmentation

Figure 13: Visual prediction accuracy.
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Figure 14: Example VFM predictions on MARV dataset with Samsung Galaxy S24 under 𝑳𝑻 = 33.3ms.

meet the memory constraints of mobile devices. These VFMs were
not fine-tuned on our MARV dataset, as the goal was to assess their
zero-shot accuracy on diverse AR scenes.

Metrics. For the evaluation, we used two metrics:
• Deadline success rate (DSR): DNN inference tasks in AR
applications have diverse latency requirements, considering
the constraints like device’s display refresh rate [27]. We
measured DSR as the ratio of frames that meet their latency
target 𝐿𝑇 for running inference tasks to the total number of
executed tasks during the experiments.

• Prediction accuracy: We used root mean squared error
(RMSE) for MDE and mean intersection over union (mIoU)
for SS as accuracy metrics. In real AR scenarios, frames with
missing inference deadlines negatively impact user expe-
riences, e.g., by disrupting virtual content rendering. Such
cases should be treated as failures (zero accuracy), but we
ignore these for a clearer comparison.

Baselines.We used three baselines for comparative analysis. All
baselines were implemented to meet a predefined latency target 𝐿𝑇
on a given device. We selected 𝐿𝑇 values of 33.3 ms (30 FPS) and
66.6 ms (15 FPS), reflecting the stringent latency requirements of
mobile AR applications. The baselines include:

• NPU-Only: A single-processor baseline that relies on NPU
FP16 operations. The input resolutions were decided based
on the profiled latency and 𝐿𝑇 . We did not consider GPU-
based baseline because the resolutions adhering to the strict
𝐿𝑇 settings on GPU were no larger than those on NPU, as
shown in Figure 2b.

• MobiSR-Like: MobiSR [29] was originally designed for
super-resolution tasks but can be generalized to other vi-
sion tasks. We modified MobiSR to process image blocks
using different mobile processors except for CPU due to its
excessive VFM inference latency. Image blocks are allocated
to the processors based on scene dynamicity, i.e., the number
of dynamic patches.

• ARIA-Base: A baseline version of ARIA without its solu-
tions, where the overview is shown in Figure 5. For dy-
namic region identification, this baseline utilizes image block
matching [55]. The latest prediction from GPU is aligned to
the current frame using simple 2D planar transformation
and the NPU’s results on dynamic regions are merged using
bilinear interpolation.

6.2 Overall Performance
Deadline success rate. We analyzed DSR across different devices
and latency targets, as shown in Figure 12a. We only reported DSR
for MDE, as no significant differences were observed between MDE
and SS. The results indicated that MobiSR-Like and ARIA-Base
exhibited lower DSRs compared to other methods. MobiSR-Like
missed the deadline for 93.1–97.7% of frames under different set-
tings. For each frame, MobiSR-Like offloads the inference tasks of
some image blocks to GPU. As shown in Figure 12b, GPU execu-
tion caused thermal throttling, rapidly increasing the end-to-end
latency—the total time required to generate the final result for each
frame. In contrast, the end-to-end latencies of ARIA-Base were de-
cided by CPU and NPU, eliminating the effects of GPU performance
degradation through concurrent execution. However, it processes
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Figure 15: Comparison of DSR, MDE accu-
racy, and SS accuracy achieved by ARIA
and its variants on Samsung Galaxy S22
under 𝑳𝑻 = 33.3ms.
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Figure 16: Traces of GPU temperature,
GPU frequency, resolution level for
GPU execution, and latency on Samsung
Galaxy S24 under 𝑳𝑻 = 33.3ms.
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Figure 17: Sampled traces of camera mo-
tion magnitude, resolution level for GPU
execution, and MDE accuracy on Sam-
sung Galaxy S24 under 𝑳𝑻 = 33.3ms.

computationally intensive tasks like image block matching [55] for
dynamic region identification using CPU (e.g., 8–10 ms on Galaxy
S24). Mobile CPUs are also prone to thermal issues, where the ef-
fects are exacerbated by heat generation from GPU [37]. During
runtime, this resulted in 2.4% of frames failing to meet the strict 33.3
ms deadline on Galaxy S24. ARIA, on the other hand, achieved an
average DSR of 99.9% across all settings. By minimizing CPU over-
head associated with dynamic region identification, ARIA ensured
consistent performance under stringent deadlines.

Visual prediction accuracy.We validated the visual prediction
accuracy of MDE and SS, as shown in Figure 13. As we discussed
in Section 2.3, maintaining zero-shot capabilities of VFMs requires
full-frame floating-point execution. However, the limited capacity
of NPU-Only to handle large-scale attention operations necessitates
compromises in image resolutions to meet the latency constraints,
e.g., 294×350 for MDE on Galaxy S24. Image downscaling leads to
the loss of fine-grained details like object edges in final predictions,
as shown in Figure 14. MobiSR-Like, which provides low-resolution
predictions in a block granularity, undermines the global process-
ing capabilities of VFMs and therefore resulted in severe visual
inconsistencies, as illustrated in the example predictions on MARV
dataset. Consequently, MobiSR-Like showed the lowest average
accuracy across all tested configurations. ARIA overcomes these
issues by offloading full-frame, high-resolution operations to GPU
while leveraging NPU to provide globally aligned predictions on
dynamic regions. Compared to NPU-Only and MobiSR-Like, ARIA
improved accuracy by 27.6–33.4% and 45.3–50.0% for MDE and
30.5–36.7% and 47.2–72.3% for SS, respectively.

Meanwhile, ARIA-Base struggled to deliver visually consistent
predictions, as shown in Figure 14. Specifically, we observed a sig-
nificant accuracy loss with Galaxy S22 under 33.3 ms latency target,
due to the device’s limited computing capabilities. Tomeet this strin-
gent latency requirement, ARIA-Base relied on lower-resolution

predictions for processing dynamic regions using NPU. Also, its
inefficiency in dynamic region identification further reduced the
latency budget allocated for handling these regions, resulting in an
extremely low resolution of 168×168 for MDE.

6.3 Ablation Study
To further analyze the effectiveness of three key solutions proposed
in ARIA, we conducted an ablation study using Galaxy S22 with a
latency target of 33.3 ms, which is the most challenging setup in our
experiment. We isolated and evaluated the solutions incrementally
added to ARIA-Base, as shown in Figure 15.

By applying dynamic region identification and tracking (S1), we
observed improvements in DSR. The moderate enhancement, re-
ducing the missing frames from 5.0% to 0.009%, is crucial, as such
delayed frames are highly noticeable to users in subsequent AR func-
tionalities [27], adversely affecting the immersive experience. The
reduced latency is mainly attributed to the efficient dynamic region
identification, which leverages low-dimensional embedding feature
maps. Compared to ARIA-Base, this method also improved accuracy
by 20.0% for MDE and 13.4% for SS. By employing a fine-grained
and precise identification method, it minimized the inclusion of
irrelevant static regions and generated predictions on dynamic re-
gions using NPU, a crucial factor for enhancing accuracy. Further
incorporating both spatio-temporal alignment modules (S2) and
execution scheduler (S3) proposed in ARIA improved accuracy by
34.0% for MDE and 35.6% for SS, demonstrating the efficacy of our
system design.

6.4 System Robustness
ARIA adjusts the execution of GPU and NPU to meet the accu-
racy and latency requirements of user applications under varying
runtime conditions. To analyze ARIA’s robustness, we collected
runtime traces on Galaxy S24 with a latency target of 33.3 ms. The
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Input Image 
(Large displacement in motorcycle)

Motion vector-based priority 
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w/ adaptive padding (ARIA)

Random priority 
(outdated prediction in motorcycle)

Figure 18: Efficacy of priority-based NPU allocation.

traces were based on a 600-second video in MARV dataset, captur-
ing traversal across a diverse range of environments. As shown in
Figure 16, ARIAmaintains stable, low-latency performance through-
out the entire sequence. While ARIA-Base quickly heated GPU and
suffered from subsequent performance degradation, ARIA kept the
temperature lower and prevented sudden performance drops by
adaptive resolution scaling for full-frame GPU execution. Moreover,
as shown in Figure 17, ARIA’s resolution scaling effectively man-
aged varying camera motion, preserving high prediction accuracy
even under rapid pose changes. In contrast, ARIA-Base continued
to rely on a high-resolution input (Base) for GPU execution, causing
the latest full-frame prediction to be outdated, thereby reducing
accuracy under these conditions. The delay was further exacerbated
by thermal throttling, leading to temporal misalignment between
GPU and NPU outputs, as shown in Figure 14.

ARIA’s priority-based NPU allocation ensures that the most dy-
namically changing regions, such as fast-moving objects, receive
timely updates, as shown in Figure 18. By ranking dynamic regions
according to their motion vectors, ARIA focused its limited NPU
execution cycles to provide up-to-date predictions on areas that
contribute most to user discomfort if left outdated, i.e., a motorcycle
in Figure 18. When random priority is applied, however, predic-
tions for these areas may become stale and visually misaligned.
ARIA further integrates object motion–aware adaptive padding
with our priority-based approach to mitigate the issues arising
from incomplete coverage.

6.5 Runtime Overhead
Lastly, we analyzed the runtime overhead of ARIA. Figure 19 shows
the end-to-end latency breakdown on Galaxy S24. Although ARIA’s
spatio-temporal alignment modules introduced some latency over-
head, primarily due to patch flow estimation, the dynamic region
identification and execution scheduling methods were designed
to be efficient, resulting in negligible additional latency. Under a
relaxed latency target of 66.6 ms, the number of NPU’s execution
cycles for the dynamic region encoder is increased, dominating the
end-to-end latency. For instance, the number of cycles under the
latency target of 66.6 ms is 4, compared to 1 cycle under 33.3 ms.
This increase in cycles is the primary factor behind the accuracy
improvements shown in Figure 13, as the extended cycles often
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Figure 19: Breakdown of end-to-end latency on Samsung
Galaxy S24 with different 𝑳𝑻 settings.

fully capture the dynamic regions, even under conditions of high
scene dynamicity.

7 Related Work
Domain adaptation for mobile DNN inference.Domain adapta-
tion is an emerging technique that updates DNN model parameters
to adapt to environmental shifts. This is particularly critical for
maintaining the robustness of DNNs in applications running on mo-
bile platforms, such as robots or AR devices, where the environment
is constantly changing. Supervised adaptation techniques [5, 14, 57]
apply model fine-tuning based on labels from a few data samples
in unseen domains. To acquire labels of unseen data, EdgeFM [57]
proposes to leverage foundation models (FM) on a cloud server,
transferring their knowledge to a model deployed on edge devices.
Recent adaptation methods [10, 43, 47, 48] have shown that models
can adapt to domain shifts in an unsupervised manner without
requiring labeled data. AdaShadow [10] is a pioneering work that
applies such adaptation techniques to latency-critical applications
like mobile AR. However, as recent mobile applications increasingly
demand high-performance models with large numbers of param-
eters, fine-tuning can introduce unacceptable latency overheads.
As a promising alternative, there is a growing effort to deploy FMs
directly on mobile devices to enable effective zero-shot adaptation
without the need for fine-tuning.

On-device inference of foundation models. Along with the
success of FMs such as Large Language Models (LLMs), private,
on-device inference of these models has been recently gaining at-
tention. Initial efforts have relied on model compression techniques
such as pruning [11, 34], knowledge distillation [45, 50, 51, 63],
and quantization [8, 13, 32, 59]. However, compressing FMs to a
mobile scale introduces the risk of diminishing their zero-shot ca-
pabilities. Post-training quantization [13, 59] alleviates the issue
through calibration using data samples in the target domain but
requires continuous re-calibration to cope with the environmental
shifts. Early-exit [53, 67] or Mixture-of-Experts [12, 62] process
only necessary components in foundational models, reducing the
redundant computations. These methods, however, require addi-
tional deployment costs customizing FMs, e.g., training early-exit
layers. While many of these solutions emphasize algorithmic op-
timization, it is equally important to consider system-level char-
acteristics (e.g., thermal effects) and opportunities (e.g., hardware
accelerators) to enhance the processing efficiency of FMs deployed
on mobile devices [25]. In contrast to prior systems [54, 56] that
primarily target generative FMs such as LLMs, our work focuses
on discriminative vision tasks—like depth estimation and semantic
segmentation—that are critical for mobile AR applications.
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On-device inference acceleration using heterogeneous mo-
bile processors. A line of works [21, 22, 31, 38] utilizes heteroge-
neous mobile processors to accelerate the DNN inference work-
loads. FYE-SR [19] splits the model computations into GPU-based
floating-point operations and NPU-based integer operations, ac-
cording to their sensitivity to quantization. Although this approach
is promising, extension to ARIA requires much effort to minimize
the possible accuracy drops of quantization-sensitive VFMs and ViT
switching overheads between processors. MobiSR [29] splits the
input image, rather than model layers, into blocks and judiciously
processes them using multiple processors, but ignores visual quality
loss due to the inconsistency in decoupled prediction results.

Selective and adaptive inference for optimized resource uti-
lization. Selective inference schemes [20, 55, 60, 61] reduce infer-
ence latency by applying DNN computations to sample frames and
reusing the results for subsequent frames. NEMO [60] employs
this scheme to specifically accelerate super-resolution-enhanced
video streaming using codec information. DeepCache [55] reuses
the cached intermediate results of DNNs, instead of final outputs, fo-
cusing on reusable regions identified through image blockmatching.
ARIA aligns with this method but enhances efficiency by employing
finer-grained identification of non-reusable dynamic regions and
offloading them to NPU for processing. Additionally, ARIA relates
to adaptive inference frameworks [23, 26, 27, 49], which prioritize
DNN computations for critical entities such as fast-moving objects
or complex scenes, further optimizing resource utilization.

8 Discussion and Future Work
Generalizability and hardware dependence. Although our ex-
periments focused on Qualcomm’s Snapdragon platforms—chosen
for their wide adoption and support for floating-point NPU opera-
tions—ARIA’s core design is not restricted to a single hardware ven-
dor. We believe that its parallel and selective inference approach can
be generalized to any mobile device with heterogeneous computing
processors. While higher-capacity NPUs may better accommodate
high-resolution FP16 operations of VFMs, they do not obviate the
need for heterogeneous processing, particularly as the size of VFMs
continues to grow. Additionally, not all mobile devices include
NPUs; ARIA can leverage other low-power processors (e.g., DSPs
or CPU little cores) when available.

Multi-task visual prediction support. The current ARIA im-
plementation is optimized for accelerating inference of a single
VFM dedicated to a specific task, such as depth estimation or se-
mantic segmentation. However, real-world AR applications often
require simultaneous predictions from multiple vision tasks—for
example, combining depth and semantics to provide both spatial
and contextual understandings. Supporting such multi-task sce-
narios introduces new challenges in system design, particularly
under stringent latency constraints. A promising future direction
is to share a VFM encoder across tasks or to selectively activate
task-specific components (e.g., decoders or experts), thereby mini-
mizing redundant computations. Additionally, the scheduler could
be extended to incorporate task-aware accuracy-latency trade-offs,
dynamically prioritizing tasks based on the AR context—such as
prioritizing semantic cues for navigation vs. depth for object place-
ment—while managing hardware resource contention. Ensuring

robust and efficient multi-task inference, without compromising
ARIA’s real-time performance, is a critical step toward realizing
practical and fully-featured mobile AR systems.

9 Conclusion
This paper proposes ARIA, a novel system for optimizing the on-
device inference of VFMs for mobile AR applications. By lever-
aging the unique characteristics of heterogeneous mobile proces-
sors, ARIA combines GPU-based full-frame predictions with NPU-
accelerated updates on dynamic regions, achieving both high ac-
curacy and real-time performance. Key innovations include fine-
grained dynamic region identification and tracking, spatio-temporal
feature alignment of decoupled predictions, and adaptive execution
scheduling to handle runtime variations. Extensive experiments
have shown that ARIA outperforms its baselines under diverse con-
ditions in environments and devices, paving the way for scalable,
immersive mobile AR applications.
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